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1. Introduction

T wo recent papers, Angus S. Deaton 
(2009) (Deaton from hereon) and James 

J. Heckman and Sergio Urzua (2009) (HU 
from hereon), argue against what they see 
as an excessive and inappropriate use of 
experimental and quasi-experimental meth-
ods in empirical work in economics in the 

last decade.1 Deaton and HU reserve much 
of their scorn for the local average treatment 
effect (LATE) introduced in the econometric 
literature by Guido W. Imbens and Joshua D. 
Angrist (1994) (IA from hereon). HU write: 
“Problems of identi!cation and interpretation 
are swept under the rug and replaced by ‘an 
effect’ identi!ed by IV that is often very dif-
!cult to interpret as an answer to an interest-
ing economic question” (HU, p. 20). Deaton 
writes: “This goes beyond the old story of 
looking [for] an object where the light is 
strong enough to see; rather, we have control 
over the light, but choose to let it fall where 

1  The papers make similar arguments, perhaps not sur-
prisingly given Deaton’s acknowledgement that “much of 
what I have to say is a recapitulation of his [Heckman’s] 
arguments” (Deaton, p. 4).
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it may, and then proclaim that whatever it 
illuminates is what we were looking for all 
along” (Deaton, p. 10) and “The LATE may, 
or may not, be a parameter of interest . . . and 
in general, there is no reason to suppose that 
it will be . . . I !nd it hard to make any sense 
of the LATE” (Deaton, p. 10).2 Deaton also 
rails against the perceived laziness of these 
researchers by raising the “futility of trying 
to avoid thinking about how and why things 
work,” (Deaton, p. 14).3 HU wonder whether 
these researchers are of the opinion: “that dis-
guising identi!cation problems by a statistical 
procedure is preferable to an honest discus-
sion of the limits of the data?” (HU, p. 19).

The fact that two such distinguished econo-
mists so forcefully4 question trends in current 
practice may suggest to those not familiar with 
this literature that it is going seriously awry. In 
these comments, I will argue that, to the con-
trary, empirical work is much more credible 
as a result of the natural experiments revolu-
tion started by David Card, Angrist, Alan B. 
Krueger, and others in the late 1980s. Starting 
in the late 1980s, their work, and more 
recently that by development economists 
such as Abhijit V. Banerjee, Esther Du+o, 
and Michael Kremer arguing in favor of ran-
domized experiments, has had a profound 
in+uence on empirical work. By emphasizing 
internal validity and study design, this litera-
ture has shown the importance of looking for 
clear and  exogenous sources of  variation in 

2  Somewhat incongruously, Deaton views Heckman’s 
local instrumental variables methods much more positively 
as the “appropriate” (Deaton, p. 14) response to dealing 
with heterogeneity, although the marginal treatment effect 
that is the cornerstone of this approach is nothing more 
than the limit version of the LATE in the presence of con-
tinuous instruments, e.g., Heckman, Urzua, and Edward 
Vytlacil (2006), see also Angrist, Kathryn Graddy, and 
Imbens 2000).

3  Curiously, Deaton exempts the leaders of this move-
ment from these charges, by declaring them “too talented 
to be bound by their own methodological prescriptions” 
(Deaton, p. 4).

4  Deaton dismisses arguments of those he disagrees 
with as merely “rhetoric” no less than six times in his paper.

potential causes. In contrast to what Deaton 
and HU suggest, this issue of data quality 
and study design is distinct from the choice 
between more or less structural or theory 
driven models and estimation methods. In 
fact, recognizing this distinction, there has 
been much interesting work exploring the 
bene!ts of randomization for identi!cation, 
estimation, and assessment of structural 
models. For an early example, see Jerry A. 
Hausman and David A. Wise (1979), who 
estimate a model for attrition with data from 
a randomized income maintenance experi-
ment, and, for recent examples, see, among 
others, Card and Dean R. Hyslop (2005), who 
estimate a structural model of welfare partici-
pation using experimental data from Canada; 
Petra E. Todd and Kenneth Wolpin (2003), 
who analyze data from Mexico’s Progresa pro-
gram; Imbens, Donald B. Rubin and Bruce I. 
Sacerdote (2001), who estimate dynamic labor 
supply models exploiting random variation in 
unearned earnings using data from lottery 
winners; Du+o, Rema Hanna, and Stephen 
Ryan (2007), who look at the effect of ran-
domized monitoring and !nancial incentives 
on teacher’s absences; Susan Athey, Jonathan 
Levin, and Enrique Seira (forthcoming), 
who use randomized assignment of auction 
formats to estimate structural models of bid-
ding behavior; Raj Chetty, Adam Looney, and 
Kory Kroft (2009), who look at the effect of 
tax saliency using experimental evidence from 
supermarket pricing policies; and Chetty and 
Emmanuel Saez (2009), who exploit random 
variation in information about the tax code. 
There is much room for such work where 
experimental variation is used to improve 
the identi!cation and credibility of the struc-
tural models. It would put at risk the progress 
made in improving the credibility of empirical 
work in economics if this message got lost in 
discussions about the relative merits of struc-
tural work versus work less directly connected 
to economic theory or in minor squabbles 
about second-order  technicalities such as 
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 adjustments for heteroskedasticity in the cal-
culation of standard errors and the Behrens–
Fisher problem (e.g., Deaton, p. 33).5

In my view, it is helpful to separate the 
discussion regarding the merits of the recent 
literature on experiments and natural experi-
ments into two parts. The !rst part concerns 
the questions of interest and the second the 
choice of methods conditional on the ques-
tion. In my opinion, the main concern with 
the current trend toward credible causal 
inference in general, and toward random-
ized experiments in particular, is that it may 
lead researchers to avoid questions where 
randomization is dif!cult, or even conceptu-
ally impossible, and natural experiments are 
not available. There are many such questions 
and many of them are of great importance. 
Questions concerning the causal effects of 
macroeconomic policies can rarely be settled 
by randomized experiments.6 The effect of 
mergers and acquisitions cannot be stud-
ied using experiments. Similarly, questions 
involving general equilibrium effects cannot 
be answered by simple experiments. In other 
examples, randomized experiments raise eth-
ical concerns and are ultimately not feasible. 
These are not new concerns and I am sympa-
thetic with the comments in this regard made 
by, for example, Dani Rodrik (2008). There 
is clearly much room for nonexperimental 
work and history abounds with examples 
where causality has ultimately found general 
acceptance without any experimental evi-
dence. The most famous example is perhaps 
the  correlation between smoking and lung 
 cancer. The interpretation of this  correlation 

5  Moreover, there is nothing in these issues that makes 
observational studies less vulnerable to them.

6  Although, for an interesting macroeconomic study in 
the spirit of the modern causal literature, see Christina 
D. Romer and David H. Romer (2004), who study the 
effects of monetary policy decisions on the macroeconomy, 
exploiting variation in Federal Reserve policies at times 
when markets viewed the Federal Reserve decisions as 
unpredictable and, thus, essentially as random.

as evidence of a causal effect of smoking 
on lung cancer is now generally accepted, 
without any direct experimental evidence 
to support it. It would be unfortunate if the 
current interest in credible causal inference, 
by insisting on sometimes unattainable stan-
dards of internal validity, leads researchers to 
avoid such questions. At the same time, the 
long road toward general acceptance of the 
causal interpretation of the smoking and lung 
cancer correlation (including Fisher’s long-
time skepticism about the causal interpreta-
tion of this correlation) shows the dif!culties 
in gaining acceptance for causal claims with-
out randomization. 

However, the importance of questions for 
which randomization is dif!cult or infea-
sible should not take away from the fact 
that, for answering the questions they are 
designed for, randomized experiments, and 
other (what Card calls) design-based strat-
egies, have many advantages. Speci!cally, 
conditional on the question of interest being 
one for which randomized experiments are 
feasible, randomized experiments are supe-
rior to all other designs in terms of credibil-
ity. Deaton’s view that “experiments have 
no special ability to produce more credible 
knowledge than other methods” (Deaton, 
abstract) runs counter to the opinions of 
many researchers who have considered these 
issues previously. David A. Freedman, hailed 
by Deaton himself as “one of its [the world’s] 
greatest statisticians”7 (Deaton, title page, 
acknowledgement) is unambiguous in his 
opening sentence, “Experiments offer more 
reliable evidence on causation than observa-
tional studies” (Freedman 2006, abstract). 
Edward E. Leamer (1983), in his in+uential 
criticism of the state of empirical work in the 
1970s, writes, “There is therefore a sharp dif-
ference between inference from  randomized 
experiments and inference from natural 

7  I certainly have no disagreement with this quali!cation: 
see my endorsement on the back cover of Freedman (2010).
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experiments” (Leamer, p. 33).8 That is not to 
say that one may not choose to do an obser-
vational study for other reasons, e.g., !nan-
cial costs, or ethical considerations, even in 
settings where randomized experiments are 
feasible. However, no other design will have 
the credibility that a randomized experiment 
would have. Suppose we are interested in a 
question that can be addressed by random-
ized experiments, for example, whether a job 
training program has an effect on labor mar-
ket outcomes or whether class size affects 
educational outcomes. In such settings, the 
evidence from a randomized experiment is 
unambiguously superior to that from obser-
vational studies. As a result, randomized 
experiments have often been very in+uen-
tial in shaping policy debates, e.g., the 1965 
Perry Preschool Project on early childhood 
interventions (see Constance Holden 1990 
and Charles F. Manski 1997 for some recent 
discussions), the National Supported Work 
Demonstration experiments on labor market 
programs (e.g., Robert J. LaLonde 1986), or 
Project STAR on class size reductions (e.g., 
Krueger 1999). More generally, and this 
is really the key point, in a situation where 
one has control over the assignment mecha-
nism, there is little to gain, and much to lose, 
by giving up this control through allowing 
individuals to choose their own treatment 
regime. Randomization ensures exogeneity 
of key variables, where, in a corresponding 
observational study, one would have to worry 
about their potential endogeneity.

In these comments, I will make !ve 
points from the perspective of an econome-
trician who is interested in, and has been 
involved in, the methodological aspects of 
this  literature. First, I will give a different 
characterization of goals and focus of the lit-
erature Deaton and HU take issue with. For 

8  By natural experiments Leamer here refers to studies 
without formal randomization, that is, observational stud-
ies (personal communication).

its emphasis on obtaining credible causal 
estimates and for developing a clear under-
standing of the nature of the variation that 
gives these estimates credibility, I will refer 
to this as the causal literature. Second, I will 
discuss brie+y the origins of this causal lit-
erature, which takes its motivation partially 
from the failure of speci!c structural models, 
such as the Heckman selection model (e.g., 
Heckman 1978), to satisfactorily address 
endogeneity issues in the context of estima-
tion of causal effects of labor market pro-
grams. This was famously documented by 
LaLonde (1986) (see also Thomas Fraker 
and Rebecca Maynard 1987). Third, I will 
elaborate on the point that, in cases where 
the focus is establishing the existence of 
causal effects and where experiments are 
feasible, experiments are unambiguously the 
preferred approach: since Ronald A. Fisher 
(1925) it has formally been established that 
randomization gives such designs a credibil-
ity unmatched by any other research design.

Fourth, I will make the case that a key con-
tribution of the recent theoretical literature 
on causality has been to clarify the merits, as 
well as the limitations, of instrumental vari-
ables, local average treatment effects, and 
regression discontinuity designs in settings 
with heterogenous causal effects. Far from 
“disguising identi!cation problems by a sta-
tistical procedure” (HU, p. 19), it was shown 
by IA that, in instrumental variables settings 
with heterogenous effects, instrumental 
variables methods do identify the average 
treatment effect for a well de!ned subpopu-
lation (the compliers in the terminology from 
Angrist, Imbens and Rubin 1996), indexed 
by the instrument.9 Although, in many cases 
these, what are now known as local average 

9  Although Deaton credits Heckman (1997) with 
establishing that in the presence of heterogenous effects 
the probability limit of instrumental variables estimators 
depends on the instrument, this was previously shown in 
Imbens and Angrist (1994).
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treatment effects or LATEs, and similarly the 
estimands in regression discontinuity designs, 
are not the average effects that researchers set 
out to estimate, the internal validity of those 
estimands is often much higher than that of 
other estimands. I will also take issue with the 
Deaton and HU view that somehow instru-
mental variables methods are atheoretical. 
The exclusion and monotonicity restrictions 
that underlie such methods are motivated by 
subject matter, that is economic, rather than 
statistical, knowledge. Moreover, the focus 
on instrumental variables estimands, rather 
than on reduced form correlations between 
outcomes and exogenous variables (including 
instruments), is motivated by the belief that 
the former are more likely to be structural 
than the latter.10

In the !fth point, I discuss issues related to 
external validity, that is, the ability of the esti-
mands to generalize to other populations and 
settings. The causal literature has empha-
sized internal validity over external valid-
ity, with the view that a credible estimate 
of the average effect for a subpopulation is 
preferred to an estimate of the average for 
the target population with little credibility. 
This is consistent with the biomedical litera-
ture. Although the primacy of internal valid-
ity over external validity has been criticized 
often in that literature, there is little support 
for moving toward a system where stud-
ies with low internal validity receive much 
weight in policy decisions. External valid-
ity is generally a more substantial problem 
in economics than in biomedical settings, 
with considerable variation in both prefer-
ences and constraints between individuals, 
as well as variation over time. Understanding 
 heterogeneity in treatment effects is there-
fore of great importance in these settings 
and it has received considerable attention 
in the theoretical evaluation literature (see 

10  “Structural” is used here in the Arthur S. Goldberger 
(1991) sense of invariant across populations.

Imbens and Jeffrey M. Wooldridge 2009 for 
a survey) and in the experimental literature 
(e.g., Banerjee and Du+o 2009).

2 Causal Models and Design-Based 
Approaches

The literature that does not conform to 
the Deaton and HU standards of structural 
work is variously referred to, in a somewhat 
pejorative manner, as atheoretical or statis-
tical (as opposed to economic).11 These are 
not terms commonly used in this literature 
itself. They are also at odds with their histori-
cal use.12 The almost complete lack of instru-
mental variables methods in the statistical 
literature makes that label an unusual one 
for the literature that Deaton and HU focus 
on in their criticism. What is shared by this 
literature is not so much a lack of theoretical 
or economic motivation but rather an explicit 
emphasis on credibly estimating causal 
effects, a recognition of the heterogene-
ity in these effects, clarity in the identifying 
assumptions, and a concern about endogene-
ity of choices and the role study design plays. 
I will therefore refer to this interchangeably 
as the causal or design-based literature. Early 
in+uential examples include the Card (1990) 
study of the impact of immigration using the 
Mariel Boatlift, Angrist’s (1990) study of the 
effect of veteran status on earnings using the 
Vietnam era draft lottery as an instrument, 
and the Angrist and Krueger (1991) study 

11  This literature is also sometimes referred to as 
“reduced form,” again a misnomer. In the classical, Cowles 
Commission, simultaneous equations setting, the term 
reduced form is used to refer to the regression of the 
endogenous variables on the full set of exogenous variables 
(which is typically estimated by ordinary least squares). 
Equations estimated by instrumental variables methods 
are, in this terminology, referred to as structural equations.

12  In an even more remarkable attempt to shape the 
debate by changing terminology, Deaton proposes to rede-
!ne the term “exogeneity” in such a way that “Even ran-
dom numbers—the ultimate external variables—may be 
endogenous” (Deaton, p. 13).
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of the effect of education on earnings using 
variation in educational achievement related 
to compulsory schooling laws. More recently, 
this has led to many studies using regression 
discontinuity designs (see David S. Lee and 
Thomas Lemieux 2010 for a review). The 
recent work in development economics has 
taken the emphasis on internal validity even 
further, stressing formal randomization as a 
systematic and robust approach to obtaining 
credible causal effects (see Du+o, Rachel 
Glennerster, and Kremer 2008 for an over-
view of this literature). This has led to a spec-
tacular increase in experimental evaluations 
in development economics (see, for exam-
ple, the many experiments run by research-
ers associated with the Poverty Action Lab at 
MIT), and in many other areas in econom-
ics, e.g., Marianne Bertrand and Sendhil 
Mullainathan (2004), Du+o and Saez (2003), 
Chetty, Looney, and Kroft (2009), and many 
others.

Often the focus in this literature is on 
causal effects of binary interventions or treat-
ments. See Imbens and Wooldridge (2009) 
for a recent review of the methodological 
part of this literature. For example, one may 
focus on the effect of universal exposure to 
the treatment, that is, the average treatment 
effect, or on the effect of exposure for those 
currently exposed, the average effect on the 
treated. Even if these interventions do not 
directly correspond to plausible future poli-
cies, they are often useful summary statis-
tics for such policies and, therefore, viewed 
as quantities of interest. A major concern 
in this literature is that simple comparisons 
between economic agents in the various 
regimes are often not credible as estimates 
of the average effects of interest because of 
the potential selection bias that may result 
from the assignment to a particular regime 
being partly the result of choices by optimiz-
ing agents. As a consequence, great care is 
applied to the problem of !nding credible 
sources of exogenous variation in the receipt 

of the intervention of interest, often in com-
bination with the innovative collection of 
original data sources, to remove any selec-
tion bias.

To focus the discussion, let me intro-
duce a speci!c example. Suppose a state, 
say California, is considering reducing class 
size in !rst through fourth grade by 10 
percent. Entering in the California policy-
makers’ decision is the comparison of the 
cost of such a class size reduction with its 
bene!ts. Suppose that the policymakers 
have accurate information regarding the 
cost of the program but are unsure about 
the bene!ts. Ultimately the hope may be 
that such a reduction would improve labor 
market prospects of the students, but let us 
suppose that the state views the program 
as worthwhile if it improves some measure 
of skills, say measured as a combination of 
test scores, by some amount. What is the 
relevance for this decision of the various 
estimates available in the literature? Let us 
consider some of the studies of the effect of 
class size on educational outcomes. There 
is a wide range of such studies but let me 
focus on a few. First, there is experimental 
evidence from the Tennessee STAR experi-
ments starting in 1985 (e.g., Krueger 1999). 
Second, there are estimates based on regres-
sion discontinuity designs using Israeli data 
(Angrist and Victor Lavy 1999). Third, there 
are estimates exploiting natural variation in 
class size arising from natural variation in 
cohort size using data from Connecticut 
reported in Caroline M. Hoxby (2000). 
None of these estimates directly answers 
the question facing the decisionmakers in 
California. So, are any of these three stud-
ies useful for informing our California poli-
cymaker? In my view, all three are. In all 
three cases, !nding positive effects of class 
size reductions on test scores would move 
my prior beliefs on the effect in California 
toward bigger effects. Exactly how much 
each of the three studies would change my 
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prior beliefs would depend on the external 
and internal validity of the three studies. 
Speci!cally, the external validity of each 
study would depend on (i) its timing rela-
tive to the target program, with older stud-
ies receiving less weight, (ii) differences 
between the study population and the 
California target population, including the 
targeted grade levels in each study, and (iii) 
differences between the study outcomes 
and the goals of the California programs. In 
terms of these external validity criteria, the 
Hoxby study with Connecticut data would 
probably do best. In terms of internal valid-
ity, that is, of the estimate having a credible 
causal interpretation, the Krueger study 
using experimental Tennessee data would 
de!nitely, and, next, the Angrist–Lavy study 
with Israeli data might, do better. The main 
point, though, is that all three studies are in 
my view useful. None of the three answers 
directly the question of interest but the 
combination is considerably better than any 
single one. We could clearly do better if 
we designed a study especially to study the 
California question. Ideally we would run 
an experiment in California itself, which, 
!ve years later, might give us a much more 
reliable answer but it would not help the 
policymakers at this moment very much. If 
we did an observational study in California, 
however, I would still put some weight on 
the Connecticut, Tennessee, and Israeli 
studies. One may go further in formalizing 
the decision process in this case and I will 
do so in section 6.

Reiterating the main point, having a vari-
ety of estimates, with a range of populations 
and a range of identi!cation strategies, can 
be useful to policymakers even if none of the 
individual studies directly answers the policy 
question of interest. It is of course unrealis-
tic to expect that the California  policymakers 
would be able to pick a single study from 
the literature in order to get an answer to a 
question that had not actually been posed yet 

when these studies were conducted. This is, 
again, not a new point. The proponents of 
randomization in the new development eco-
nomics have argued persuasively in favor of 
doing multiple experiments (Du+o 2004; 
Banerjee 2007; Banerjee and Du+o 2009). 
It is obvious that, as Deaton comments, sim-
ply repeating the same experiment would 
not be very informative. However, conduct-
ing experiments on a variety of settings, 
including different populations and differ-
ent economic circumstances, would be. As 
Deaton suggests, informing these settings 
by economic theory, much as the original 
negative income tax experiments were, 
would clearly improve our understanding of 
the processes as well as our ability to inform 
public policy.

The focus of the causal literature has been 
on shoring up the internal validity of the 
estimates and on clarifying the nature of the 
population these estimates are relevant for. 
This is where instrumental variables, local 
average treatment effects, and regression 
discontinuity methods come in. These often 
do not answer exactly the question of inter-
est but provide estimates of causal effects for 
well-de!ned subpopulations under weaker 
assumptions than those required for iden-
ti!cation of the effects of primary interest. 
As a result, a single estimate is unlikely to 
provide a de!nitive and comprehensive basis 
for informing policy. Rather, the combina-
tion of several such studies, based on differ-
ent populations and in different settings, can 
give guidance on the nature of interventions 
that work.

Let me mention one more example. Deaton 
cites a study by Banerjee et al. (2007) who 
!nd differences in average effects between 
randomized evaluations of the same program 
in two locations. Banerjee et al. surmise that 
these differences are related to differential 
initial reading abilities. Deaton dismisses this 
conclusion as not justi!ed by the randomiza-
tion because such a question was not part of 
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the original protocol and would therefore be 
subject to data mining issues. This is formally 
correct, but it is precisely the attempt to 
understand differences in the results of past 
experiments that leads to further research 
and motivates subsequent experiments, thus 
building a better understanding of the het-
erogeneity in the effects that can assist in 
informing policy. See Card, Jochen Kluve, 
and Andrea Weber (2009) for another exam-
ple of such a meta analysis and section 6 for 
additional discussion.

3. LaLonde (1986): The Failure of 
Nonexperimental Methods to Replicate 

Experimental Evaluations of 
Labor Market Programs

Surprisingly, neither Deaton nor HU 
discuss in much detail the origins of the 
resurgence of interest in randomized and 
natural experiments, and the concern with 
the internal validity of some of the struc-
tural modeling. HU vaguely reference the 
“practical dif!culty in identifying, and pre-
cisely estimating, the full array of struc-
tural parameters” (HU, p. 2), but mention 
only, without a formal reference, a paper 
by Hausman (presumably Hausman 1981) 
as one of the papers that according to HU 
“fueled the +ight of many empirical econo-
mists from structural models” (HU, p. 2, 
footnote 6). I think the origins behind this 
+ight are not quite as obscure or haphazard 
as may appear from reading Deaton and HU. 
Neither of them mentions the role played by 
LaLonde’s landmark 1986 paper, “Evaluating 
the Econometric Evaluations of Training 
Programs with Experimental Data.”13 In 
his 1986 paper, widely cited and still widely 

13  At some level, LaLonde’s paper makes the same point 
as Leamer did in his 1983 paper in which he criticized the 
state of empirical work based on observational studies. See 
the symposium in the Spring 2010 Journal of Economic 
Perspectives for a recent discussion on the effects of 
Leamer’s criticism on subsequent empirical work.

taught in labor and econometrics courses in 
economics PhD programs, LaLonde studies 
the ability of a number of econometric meth-
ods, including Heckman’s selection models, 
to replicate the results from an experimen-
tal evaluation of a labor market program on 
the basis of nonexperimental data. He con-
cluded that they could not do so systemati-
cally. LaLonde’s evidence, and subsequent 
studies with similar conclusions, e.g., Fraker 
and Maynard (1987), had a profound impact 
in the economics literature and even played 
a role in in+uencing Congress to mandate 
experimental evaluations for many federally 
funded programs.

It would appear to be uncontroversial 
that the focus in LaLonde’s study, the aver-
age effect of the Nationally Supported Work 
(NSW) program, meets Deaton’s criterion of 
being “useful for policy or understanding,” 
(Deaton, abstract). The most direct evidence 
that it meets this criterion is the willingness 
of policymakers to provide substantial funds 
for credible evaluations of similar labor mar-
ket and educational programs. Nevertheless, 
the question remains whether evaluation 
methods other than those considered by 
LaLonde would have led to better results. 
There is some evidence that matching meth-
ods would have done better. See the in+uen-
tial paper by Rajeev H. Dehejia and Sadek 
Wahba (1999), although this is still dis-
puted, see, e.g., Jeffrey A. Smith and Todd 
(2005) and Dehejia (2005). See Imbens and 
Wooldridge (2009) for a recent review of 
such methods. Matching methods, however, 
hardly meet Deaton’s criteria for “analysis 
of models derived from economic theory” 
(Deaton, p. 2). Until there are more suc-
cessful attempts to replicate experimental 
results, it would therefore seem inescapable 
that there is a substantial role to be played 
by experimental evaluations in this literature 
if we want data analyses to meet Leamer’s 
standard of being taken seriously by other 
researchers.
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4. The Bene!ts of Randomized 
Experiments

One of the most curious discussions in 
Deaton concerns the merits of randomized 
experiments. He writes: “I argue that evi-
dence from randomized controlled trials has 
no special priority . . . Randomized controlled 
trials cannot automatically trump other evi-
dence, they do not occupy any special place 
in some hierarchy of evidence” (Deaton, p. 
4) and “Actual randomization faces similar 
problems as quasi-randomization, notwith-
standing rhetoric to the contrary” (Deaton, 
abstract). These are remarkable statements. 
If true, in the unquali!ed way Deaton states 
them, it would throw serious doubt on the 
Food and Drug Administration’s (FDA) 
insistence on randomized evaluations of 
new drugs and treatments. But of course 
Deaton’s statements are wrong. Deaton is 
both formally wrong and wrong in spirit. 
Randomized experiments do occupy a special 
place in the hierarchy of evidence, namely 
at the very top. Again, this is not merely my 
view: see the earlier quotes from Freedman 
and Leamer for similar sentiments.

For support for his position that 
“Randomization is not a gold standard” 
(Deaton, p. 4), Deaton quotes Nancy 
Cartwright (2007) as claiming that “there is 
no gold standard” (Cartwright 2007, quoted 
in Deaton, p. 4). It is useful to give a slightly 
longer quote from Cartwright (2007) to put 
her claim in perspective: “The claims of ran-
domized controlled trials (RCTs) to be the 
gold standard rest on the fact that the ideal 
RCT is a deductive method: if the assump-
tions of the test are met, a positive result 
implies the appropriate causal conclusion. 
This is a feature that RCT’s share with a vari-
ety of other methods, which thus have equal 
claim to being a gold standard” (Cartwright 
2007, abstract). I agree with Cartwright that 
many methods have the feature that if their 
assumptions are met, the causal conclusions 

follow. However, I strongly disagree with 
her claim that this is what gives randomized 
experiments their credibility. It is not the 
assumption of randomization but the actual 
act of randomization that allows for pre-
cise quanti!cations of uncertainty, and this 
is what gives randomization a unique status 
among study designs. Constance Reid (1982, 
p. 45) quotes Jerzey Neyman concerning 
the importance of the actual randomization, 
and the attribution of this insight to Fisher:  
“. . . the recognition that without randomiza-
tion an experiment has little value irrespective 
of the subsequent treatment. The latter point 
is due to Fisher, and I consider it as one of the 
most valuable of Fishers’s achievements.” It 
is interesting to see that Cartwright does not 
mention Fisher’s or Neyman’s views on these 
issues in the discussion of her claims.

Far from being merely rhetoric as Deaton 
claims, the physical act of randomization is 
what allows the researcher to precisely quan-
tify the uncertainty associated with the evi-
dence for an effect of a treatment, as shown 
originally by Fisher (1925). Speci!cally, it 
allows for the calculation of exact p-values 
of sharp null hypotheses. These p-values 
are free of assumptions on distributions of 
outcomes, free from assumptions on the 
sampling process, and even free of assump-
tions on interactions between units and of 
assumptions on compliance behavior, solely 
relying on randomization and a sharp null 
hypothesis. No other design allows for this. 
Now this is strictly speaking a very narrow 
result, with the extensions to more interest-
ing questions somewhat subtle. We can estab-
lish the uncertainty regarding the existence 
of a causal effect through the calculation of 
 p-values but we cannot establish properties of 
estimators for, say, the average effect without 
additional assumptions and approximations. 
Unless we rule out interactions between indi-
viduals, the average effect of the treatment 
depends on assignments to other  individuals 
and, thus, needs to be de!ned carefully. In 
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the absence of  interactions, we can estimate 
the average effect without bias but the valid-
ity of con!dence intervals still relies on large 
sample approximations (e.g., Neyman 1923; 
Freedman 2008). Nevertheless, even if experi-
ments rely on some assumptions or large sam-
ple approximations for inference on average 
treatment effects, they do so to a lesser extent 
than observational studies by not requiring 
assumptions on the assignment mechanism. 

Deaton himself hedges his remarkable 
claims by adding that “actual experiments are 
frequently subject to practical problems that 
undermine any claims to statistical or epis-
temic superiority” (Deaton, abstract), a some-
what confusing statement given that according 
to the earlier quotes in his view there is no 
initial superiority to undermine. It is true that 
violations of assignment protocols, missing 
data, and other practical problems can create 
complications in the analyses of data from ran-
domized experiments. There is no evidence, 
however, that giving up control of the assign-
ment mechanism and conducting an observa-
tional study improves these matters. Moreover, 
the suggestion that any complication, such as 
a violation of the assignment protocol, leads 
to analyses that lose all credibility accorded to 
randomized experiments is wrong. Again, it is 
both formally wrong and wrong in substance. 
That this suggestion is formally wrong is easi-
est illustrated in an example.

Consider a randomized experiment with 
N individuals, M randomly assigned to the 
treatment group and the remaining N − M 
assigned to the control group. In the absence 
of complications such as noncompliance, 
interactions between units, and missing data, 
we can calculate the p-value associated with 
the null hypothesis of no effect of the treat-
ment and we can also estimate the average 
effect of the treatment without bias, both 
based on the randomization distribution. 
Now suppose that there is noncompliance. 
Some individuals assigned to the treatment 
were not exposed to the treatment, and some 

individuals assigned to the control group were 
in fact exposed to the treatment. We can still 
assess the null hypothesis of no effect of the 
treatment using the same analysis as before 
as long as we take care to use the randomiza-
tion distribution of the assignment to treat-
ment rather than the receipt of treatment. 
There is no complication in this analysis 
arising from the noncompliance. The non-
compliance does, however, compromise our 
ability to !nd an estimator that is unbiased 
for the average treatment effect. However, 
if, for example, the outcome is binary, we 
can still derive, in the spirit of the work by 
Manski (1990, 1995, 2003), a range of val-
ues consistent with the average treatment 
effect that is valid without assumptions on 
the compliance behavior. These bounds may 
be informative, depending on the data, and, 
in particular if the rate of noncompliance is 
low, will lead to a narrow range. In the pres-
ence of missing data, both the derivation of  
p-values and estimators will now lead to ranges 
of values without additional assumptions. An 
important role is played here by Manski’s 
insight that identi!cation is not a matter of 
all or nothing. Thus, some of the bene!ts of 
randomization formally remain even in the 
presence of practical complications such as 
noncompliance and missing data.

In his paper, Deaton also questions what 
we learn from experiments: “One immediate 
consequence of this derivation is a fact that is 
often quoted by critics of RCTs but is often 
ignored by practitioners, at least in econom-
ics: RCTs are informative about the mean of 
the treatment effects, Yi1 − Yi0  , but do not 
identify other features of the distribution. 
For example, the median of the  difference is 
not the difference in medians, so an RCT is 
not, by itself, informative about the median 
treatment effect, something that could be of 
as much interest to policymakers as the mean 
treatment effect” (Deaton, p. 26). He further 
stresses this point by writing “Put differently, 
the trial might reveal an average positive 
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effect although nearly all of the population 
is hurt with a few receiving very large ben-
e!ts, a situation that cannot be revealed by 
the RCT, although it might be disastrous if 
implemented” (Deaton, p. 27). These state-
ments are formally wrong in the claims about 
the information content of randomized 
experiments and misleading in their sugges-
tion about what is of interest to policymakers.

Regarding the !rst claim, here is a simple 
counterexample, similar to one discussed in 
the Heckman and Smith (1995) paper cited 
by Deaton. Suppose we have a randomized 
experiment with binary outcomes. Assume 
that among the controls and treated the 
outcome distributions are binomial with 
mean p0 and p1 respectively. If the differ-
ence p1 − p0 exceeds 1/2, one can infer 
that the median effect of the treatment is 
one. In general, however, it is correct that 
the evidence from randomized experiments 
regarding the joint distribution of the pair 
(Y(0), Y(1)) is limited. Nevertheless, there is 
more information regarding quantiles than 
Deaton suggests. In the presence of covari-
ates, experiments are directly informative 
concerning the two conditional distributions 
f (Y(0) | X) and f (Y(1) |X), and together these 
may lead to more informative bounds on, say, 
quantiles of the distribution of the difference 
Y(1) − Y(0) than simply the two marginal 
distributions f (Y(0)) and f (Y(1)). 

The more important issue is the second 
claim in the Deaton quote, that the median 
could be of as much interest to policymakers 
as the mean treatment effect or, more gen-
erally, that it is the joint distribution we are 
interested in, beyond the two marginal dis-
tributions. In many cases, average effects of 
(functions of) outcomes are indeed what is 
of interest to policymakers, not quantiles of 
differences in potential outcomes. The key 
insight is an economic one—a social planner, 
maximizing a welfare function that depends 
on the distribution of outcomes in each state 
of the world, would only care about the two 

marginal distributions, not about the distri-
bution of the difference. Suppose that the 
planner’s choice is between two programs. In 
that case, the social planner would look at the 
welfare given the marginal distribution of out-
comes induced by the !rst program and com-
pare that to the welfare given the marginal 
outcome distribution induced by the second 
program, and not at the joint distribution of 
outcomes. My argument against Deaton’s 
claim that policymakers could be as much 
interested in the median treatment effect as 
in the mean treatment effect is not novel. As 
Manski (1996) writes, “Thus, a planner maxi-
mizing a conventional social welfare func-
tion wants to learn P[  Y (1)] and P[  Y (0)], not 
P[  Y (1) − Y (0)]” (Manski 1996, p. 714). (Here 
P[  Y (w)] denotes the distribution of Y (w).) 
The implication is that the planner’s decision 
may depend on the median of the marginal 
distributions of Yi (0) and Yi (1) but would, 
in general, not depend on the median of the 
treatment effect Yi (1) − Yi (0). To make this 
speci!c, let us return to Deaton’s example of 
a program with few reaping large bene!ts and 
many suffering small losses. Manski’s social 
planner would compare the distribution given 
the treatment, P[ Y (1)], with the distribution 
in the absence of the treatment, P[ Y (0)]. The 
comparison would not necessarily be based 
simply on means but might take into account 
measures of dispersion, and so avoid the 
potential disasters Deaton is concerned about.

Deaton also raises issues concerning 
the manner in which data from random-
ized experiments are analyzed in practice. 
Consider a carefully designed randomized 
experiment with covariates present that 
were not taken into account in the random-
ization.14 Deaton raises three issues. The 

14  In fact, one should take these into account in the 
design because one would always, even in small samples, 
be at least as well off by stratifying on these covariates as 
by ignoring them, e.g., Imbens et al. (2009), but that is a 
different matter.
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!rst concerns inference or, more speci!cally, 
estimation of standard errors. The second 
is concerned with !nite sample biases. The 
third issue deals with speci!cation search 
and the exploration of multiple hypotheses. 
I will address each in turn. Before doing so, 
let me make two general comments. First, in 
my view, the three issues Deaton raises are 
decidedly second order ones. That is, sec-
ond order relative to the !rst order issues of 
selection and endogeneity in observational 
evaluation studies that have long been high-
lighted in the econometric literature, promi-
nently in work by Heckman (e.g., Heckman 
1978; Heckman and Richard Robb 1985). 
Second, Deaton appears to be of the view 
that the only way experiments should be 
analyzed is based on randomization infer-
ence.15 Randomization inference is still rela-
tively rare in economics (the few examples 
include Bertrand, Du+o, and Mullainathan 
2002 and Alberto Abadie, Alexis Diamond, 
and Jens Hainmueller forthcoming) and, 
although personally I am strongly in favor 
of its use (see the discussion in Imbens and 
Wooldridge 2009), it is not the only mode 
of inference even if one has experimental 
data. If one uses model-based inference, 
including regression methods, there are still 
well  established bene!ts from randomized 
assignment of the treatment even if there 
are no longer exact !nite sample results 
(e.g., Rubin 1978, 1990).16 As I wrote in the 
introduction to this paper, when one is esti-

15  Under randomization inference, properties such 
as bias and variance are calculated over the distribution 
induced by random assignment for the !xed population, 
keeping potential outcomes with and without treatment 
and covariates !xed, and reassigning only the treatment 
indicator. This contrasts with the model-based repeated 
sampling perspective often used in econometrics where 
the covariates and the treatment indicator are !xed in 
repeated samples and the unobserved component in the 
regression function is redrawn from its distribution. See 
Paul R. Rosenbaum (1995) for a general discussion.

16  Freedman (2006) argues for randomization infer-
ence whenever a randomized experiment is conducted:

mating a structural model it is still helpful to 
have experimental data. Although regression 
estimators are generally not unbiased under 
the randomization distribution, regression 
estimators are made more robust and cred-
ible by randomization because at least some 
of the assumptions underlying regression 
analyses are now satis!ed by design.

Now let me turn to the !rst issue raised 
by Deaton, concerning the standard errors. 
This is an issue even in large samples. If 
the average effect is estimated as the dif-
ference in means by treatment status, the 
appropriate variance, validated by the ran-
domization, is the robust one, allowing for 
heteroskedasticity (e.g., Friedhelm Eicker 
1967; Peter J. Huber 1967; Halbert White 
1980). Using the standard ordinary least 
squares variance based on homoskedastic-
ity leads to con!dence intervals that are not 
necessarily justi!ed even in large samples. 
This point is correct and, in practice, it is 
certainly recommended to use the robust 
variance here, at least in suf!ciently large 
samples.17 Moreover, the standard error 
issue that is often the most serious concern 
in practice, clustering, is nowadays routinely 
taken into account. See Du+o, Glennerster, 
and Kremer (2008) for more discussion.

The second issue concerns !nite sample 
issues. Researchers often analyze random-
ized experiments using regression methods, 
including as regressors both the treatment 
indicator and covariates not affected by the 

“Experiments should be analyzed as experiments, not as 
observational studies” (Freedman, abstract). I have some 
sympathy for that view, although that does not take away 
from the fact that, if one wants to estimate a structural 
model, one would still bene!t from having experimental 
data.

17  There are further complications in small samples. 
The most commonly used version of robust standard 
errors performs worse than homoskedastic standard errors 
in small samples. There are improvements available in the 
literature, especially for the simple case where we compare 
two sample averages, which probably deserve more atten-
tion. See, among others, Henry Scheffe (1970).
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treatment. If only the treatment  indicator is 
included in the speci!cation of the regression 
function, the least squares estimator is iden-
tical to the difference in average outcomes 
by treatment status. As shown originally by 
Neyman, this estimator is unbiased, in the 
!nite sample, over the distribution induced 
by randomizing the treatment assignment. As 
Freedman (2008) points out, if one includes 
additional covariates in the speci!cation of 
the regression function, the least squares esti-
mator is no longer exactly unbiased, where 
again the distribution is that induced by the 
randomization.18 On the other hand, includ-
ing covariates can substantially improve the 
precision if these covariates are good pre-
dictors of the outcomes with or without the 
treatment. In !nite samples, there is there-
fore a tradeoff between some !nite sample 
bias, and large sample precision gains. In 
practice including some covariates that are a 
priori believed to be substantially correlated 
with the  outcomes, is likely to improve the 
expected squared error. An additional point is 
that if the regression model is saturated, e.g., 
with a binary covariate including both the 
covariate and the interaction of the covariate 
and the treatment indicator, there is no bias, 
even in !nite samples.19

The third issue Deaton raises concerns 
the exploration of multiple speci!cations, for 

example through the estimation of average 
effects for various subgroups. This is formally 
correct, and I would certainly encourage 
researchers to follow more closely the pro-
tocols established by the FDA, which, for 
example, insists on listing the analyses to be 
conducted prior to the collection of the data. 
Again there is of course nothing speci!c to 
randomized experiments in this arguments: 
any time a researcher uses pretesting or esti-
mates multiple versions of a statistical model 
there should be concern that the !nal con-
!dence intervals no longer have the nomi-
nal coverage rate. See Leamer (1978) for a 
general discussion of these issues. However, I 
think that this is again a second order issue in 
the context of the comparison between ran-
domized experiments and observational stud-
ies. In randomized experiments, one typically 
!nds, as in LaLonde (1986), that the results 
from a range of estimators and speci!cations 
are robust. Had Deaton added a real example 
of a case where results based on experiments 
were sensitive to these issues, his argument 
would have been more convincing.

Ultimately, and this is really the key point of 
this section, it seems dif!cult to argue that, in 
a setting where it is possible to carry out a ran-
domized experiment, one would ever bene!t 
from giving up control over the assignment 
mechanism by  allowing  individuals to choose 

19  A separate issue is that it is dif!cult to see how !nite 
sample concerns could be used as an argument against 
actually doing experiments. There are few observational 
settings for which we have exact !nite sample results.

18  This result may come as a surprise to some research-
ers, so let me make it explicit in a simple example. Suppose 
there are three units, with covariate values X1 = 0, X2 = 1, 
and X3 = 2. If assigned to the treatment, the outcomes for 
the three units are Y1(1), Y2 (1), and Y3 (1) and, if assigned 
to the control treatment, the outcomes are Y1 (0), Y2 (0), 
and Y3 (0). The average treatment effect is τ = (Y1 (1) + 
Y2 (1) + Y3(1))/3 − (Y1 (0) + Y2 (0) + Y3 (0))/3. Suppose 
the experiment assigns one of the three units to the treat-
ment and the other two units to the control group. Thus, 
there are three possible values for the assignment vector, 
W ∈ {(1, 0, 0), (0, 1, 0), (0, 0, 1)}. Under each value of the 
assignment, we can calculate the value of the two estima-
tors. The !rst estimator is equal to the difference in the 
average outcomes for the treated units and the average out-
comes for the control units. The second estimator is based 
on the least squares regression of the observed outcome on

 a constant, the treatment indicator Wi , and the covariate Xi . 
For example, if W = (0, 0, 1), the !rst estimator is equal to
  ̂    τ dif = Y3 (1) − Y2 (0)/2 − Y1 (0)/2 and the second estima-
tor is equal to   ̂    τ ols = Y3 (1) − 2Y2 (0) + Y1 (0). It is simple to 
calculate the expectation of these two estimators over the 
randomization distribution. For the difference estimator, 
the expectation is equal to the average treatment effect τ 
but, for the least squares estimator, the expectation is equal 
to (Y1 (1) + Y2 (1) + Y3 (1))/3 − (−Y1 (0)/2 + 4Y2 (0) −
Y3 (0)/2)/3, which in general differs from τ. This bias dis-
appears at rate 1/N as the sample size increases, as shown 
in Freedman (2006).
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their own treatment status.20 In other words, 
conditional on the question, the methodolog-
ical case for randomized experiments is unas-
sailable and widely recognized as such, and 
none of the arguments advanced by Deaton 
and HU weaken that. I do not want to say 
that, in practice, randomized experiments 
are generally perfect or that their implemen-
tation cannot be improved, but I do want to 
make the claim that giving up control over 
the assignment process is unlikely to improve 
matters. It is telling that neither Deaton nor 
HU give a speci!c example where an obser-
vational study did improve, or would have 
improved, on a randomized experiment, con-
ditional on the question lending itself to a 
randomized experiment.

5. Instrumental Variables, Local Average 
Treatment Effects, and Regression 

Discontinuity Designs

In some settings, a randomized experi-
ment would have been feasible, or at least 
conceivable, but was not actually conducted. 
This may have been the result of ethical 
considerations, or because there was no 
particularly compelling reason to conduct 
an experiment, or simply practical reasons. 
In some of those cases, credible evaluations 
can be based on instrumental variables or 
regression discontinuity strategies. As a rule, 
such evaluations are second best to random-
ized experiments for two reasons. First, they 
rely on additional assumptions and, second, 
they have less external validity. Often, how-
ever, such evaluations are all we have. The 
theoretical econometrics literature in the 
last two decades has clari!ed what we can 
learn, and under what conditions, about the 

20  Of course it is possible that the question of interest 
itself involves the choice of treatment status. For example, 
if we are interested in a job training program that would 
be implemented as a voluntary program, the experimental 
design should involve randomization of the option to enroll 
in the program, and not randomization of enrollment itself.

intervention in those settings.21 In doing so, 
this literature has made many connections 
to the statistics and psychology literature on 
observational studies. Rather than leading 
to “unnecessary rhetorical barriers between 
disciplines working on the same problems” 
(Deaton, p. 2), this has been a remarkably 
effective two-way exchange, leading to sub-
stantial convergence in the statistics and 
econometrics literatures, both in terms of 
terminology and in the exchange of ideas. 
On the one hand, economists have now gen-
erally adopted Rubin’s potential outcome 
framework (Rubin 1974, 1990; Rosenbaum 
and Rubin 1983), labeled the Rubin Causal 
Model by Paul W. Holland (1986), which 
formulates causal questions as compari-
sons of unit-level potential outcomes.22 
Although this potential outcome framework 
is a substantial departure from the Cowles 
Commission general set up of simultaneous 
equations models, it is closely related to the 
interpretation of structural equations in, for 
example, Trygve Haavelmo (1943).23 On the 
other hand, statisticians gained an apprecia-
tion for, and  understanding of, instrumental 
variables methods. See, for example, what 
is probably the !rst use of instrumental 

21  For a recent review of this literature, see Imbens and 
Wooldridge (2009).

22  Compare, for example, the set up in Heckman 
and Robb (1985), which predates the potential outcome 
set up, with that in Heckman (1990), which adopts that 
framework.

23  Jan Tinbergen distinguishes between “any imaginable 
price” π that enters into the demand and supply functions 
and the “actual price” p that is determined by the mar-
ket clearing in his notation. Subsequently this distinction 
between potential outcomes and realized outcomes has 
become blurred. With the work of the Cowles Foundation, 
the standard textbook notation directly relates a matrix of 
observed endogenous outcomes (Y) to a matrix of exog-
enous variables (X) and a matrix of unobserved “residuals” 
(U), linked by a set of unknown parameters (B and Γ): 

Y Γ + XB = U,

representing causal, structural relationships. This notation 
has obscured many of the fundamental issues and contin-
ues to be an impediment to communication with other 
disciplines.
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 variables  published in the mainstream medi-
cal literature, although still written by econo-
mists, Mark McClellan, Barbara J. McNeil, 
and Joseph P. Newhouse (1994). Special 
cases of these methods had been used pre-
viously in the biostatistics literature, in 
particular in settings of randomized experi-
ments with one-sided compliance (e.g., M. 
Zelen 1979), but no links to the economet-
rics literature had been made. Furthermore, 
economists have signi!cantly generalized 
applicability and understanding of regres-
sion discontinuity designs (Jinyong Hahn, 
Todd, and Wilbert van der Klaauw 2001; 
Justin McCrary 2008; Lee 2008; Imbens 
and Karthik Kalyanaraman 2008) and now 
in turn in+uence the psychology literature 
where these designs originated. See William 
R. Shadish, Thomas D. Cook, and Donald 
T. Campbell (2000) and Cook (2008) for a 
historical perspective. Within economics, 
however, the results in IA and Hahn, Todd, 
and van der Klaauw (2001) are unusual 
(“the opposite of standard statistical prac-
tice” Deaton, p. 9). As a consequence, these 
papers have generated a substantial degree 
of controversy as echoed in the quotes from 
Deaton and HU. Let me offer some com-
ments on this.

The standard approach in econometrics 
is to state precisely what the object of inter-
est is at the outset of an analysis. Let me use 
Angrist’s (1990) famous draft lottery study as 
an example. In that case, one may be inter-
ested in the average causal effect of serving 
in the military on earnings. Now  suppose 
one is concerned that simple comparisons 
between veterans and nonveterans are 
not credible as estimates of average causal 
effects because of selection biases arising 
from unobserved differences between vet-
erans and nonveterans. Let us consider the 
arguments advanced by Angrist in support of 
using the draft lottery number as an instru-
ment. The !rst key assumption is that draft 
eligibility is exogenous. Since it was actually 

randomly assigned, this is true by design in 
this case.

The second is that there is no direct effect 
of the instrument, the lottery number, on 
the outcome. This is what Angrist, Imbens, 
and Rubin (1996) call the exclusion restric-
tion.24 This is a substantive assumption that 
may well be violated. See Angrist (1990) and 
Angrist, Imbens, and Rubin (1996) for dis-
cussions of potential violations.25

The third assumption is what IA call 
monotonicity, which requires that any 
man who would serve if not draft eligible, 
would also serve if draft eligible.26 In this 
setting, monotonicity, or as it is sometimes 
called “no-de!ers,” seems a very reason-
able assumption. Although Deaton quotes 
Freedman as wondering “just why are 
there no de!ers” (Freedman 2006, quoted 
in Deaton, p. 37) and Heckman and Urzua 
(2010) write about “arbitrary conditions like 
‘monotonicity’ that are central to LATE” 
(Heckman and Urzua 2010, p. 8), the mono-
tonicity assumption is often well motivated 
from the perspective of optimizing agents. 
Increasing the value of the instrument, in 
the draft lottery example corresponding 
to giving the person a lottery number that 
implies the person will be more likely to be 
subject to the draft, raises the cost of staying 
out of the military. It would seem reasonable 
to assume that the response to this increase 
in costs, for each optimizing individual, is 
an increased likelihood of serving in the 
military. This interpretation of changes in 
the value of the instrument corresponding 
to increases in the net bene!ts of receiving 

24  Deaton actually calls this second assumption “exo-
geneity” in an unnecessary and confusing change from 
conventional terminology that leads him to argue that even 
random numbers can fail to be exogenous.

25  For example, the extension of formal schooling to 
avoid the draft could lead to violations of the exclusion 
restriction.

26  In another unnecessary attempt to change estab-
lished terminology, HU argue that this should be called 
“uniformity.”
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the treatment does not hold in all cases and, 
when IA introduced the assumption, they 
discuss settings where it need not be plau-
sible. Nevertheless, it is far from an arbitrary 
assumption and often plausible in settings 
with optimizing agents. In addition, Angrist, 
Imbens, and Rubin discuss the implications 
of violations of this assumption.

These three assumptions are not suf!cient 
to identify the average effect of serving in 
the military for the full population. However, 
as shown by IA, these assumptions are suf-
!cient to identify the average effect on the 
subpopulation of what Angrist, Imbens, and 
Rubin (1996) call compliers, the local aver-
age treatment effect or LATE. Compliers 
in this context are individuals who were 
induced by the draft lottery to serve in the 
military, as opposed to never-takers who 
would not serve irrespective of their lottery 
number, and always-takers, who would vol-
unteer irrespective of their lottery number. 
But, Deaton might protest, this is not what 
we said we were interested in! That may 
be correct, depending on what is the policy 
question. One could imagine that the policy 
interest is in compensating those who were 
involuntarily taxed by the draft, in which 
case the compliers are exactly the popula-
tion of interest. If, on the other hand, the 
question concerns future drafts that may be 
more universal than the Vietnam era one, 
the overall population may be closer to the 
population of interest. In that case, there are 
two alternatives that do focus on the average 
effect for the full population. Let me brie+y 
discuss both in order to motivate the case for 
reporting the local average treatment effect. 
See also Manski (1996) for a discussion of 
these issues.

One principled approach is Manski’s 
(1990, 1996, 2003) bounds, or partial identi-
!cation, approach. Manski might argue that 
one should maintain the focus on the overall 
average effect and derive the bounds on this 
estimand given the assumptions one is willing 

to make. Manski’s is a coherent  perspective 
and a useful one. While I have no disagree-
ment with the case for reporting the bounds 
on the overall average treatment effect, there 
is, in my view, a strong case for also reporting 
estimates for the subpopulation for which 
one can identify the average effect of inter-
est, that is the local average treatment effect. 
The motivation for this is that there may be 
cases with wide bounds on the population 
average effect, some of which are, and some 
of which are not, informative about the pres-
ence of any effects. Consider an example of a 
randomized evaluation of a drug on survival, 
with one-sided noncompliance and with the 
randomized assignment as an instrument for 
receipt of treatment. Suppose the bounds 
for the average effect of the treatment are 
equal to [−3/16, 5/16]. This can be con-
sistent with a substantial negative average 
effect for compliers, lowering survival rates 
by 1/4, or with a substantial positive average 
effect for compliers, raising survival rates by 
1/4.27 One would think that, in the !rst case, 
a decisionmaker would be considerably less 
likely to implement  universal adoption of the 
treatment than in the second, and so report-
ing only the bounds might leave out relevant 
information.

A second alternative approach to the 
focus on the local average treatment effect 
is to complement the three assumptions 
that allowed for identi!cation of the average 
effect for compliers, with additional assump-
tions that allow one to infer the overall 
 average effect, at least in large samples. The 
concern is that the assumptions that allow 

27  To be speci!c, let the probability of complier and 
never-takers be equal to 1/2. With the endogenous 
regressor (receipt of treatment) denoted by Xi and the 
instrument (assignment of treatment) denoted by Zi, 
let pzx = pr(Y = 1 | X = x, Z = z). In the !rst example, 
p00 = 1/4, p10 = 1/8, and p11 = 1/8. In the second exam-
ple,   ˜   p 00 = 1/2,   ˜   p 10 = 5/8, and   ˜   p 11 = 5/8. In both cases 
the sharp bounds on the average treatment effect are 
[−3/16, 5/16], in the !rst example τ late = −1/4, and in the 
second example   ̃    τ  late = 1/4.
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one to carry out this extrapolation are of a 
very different nature from, and may be less 
credible than, those that identify the local 
average treatment effect. For that reason, I 
would prefer to keep those assumptions sep-
arate and report both the local average treat-
ment effect, with its high degree of internal 
but possibly limited external validity, and 
possibly add a set of estimates for the overall 
average effect with the corresponding addi-
tional assumptions, with lower internal, but 
higher external, validity. Let us be more spe-
ci!c in the context of the Angrist study. One 
might write down a model for the outcome 
(e.g., earnings) denoted by Yi, depending on 
veteran status Vi : 

 Yi = α + β · Vi + εi .

In addition, one might write down a 
Heckman-style latent index model (Heckman 
1978, 1990) for the decision to serve in the 
military as a function of the instrument Zi 
(draft eligibility): 

 V  *i = π0 + π1 · Zi + η  i  .
The latent index V  *i represents the difference 
in utility from serving, versus not serving, in 
the military with the observed veteran status 
Vi equal to 

 Vi = B��
�
1   
0 
   if V  *i > 0,      

if V  *i ≤ 0.
 

The inclusion of the instrument Zi in the 
utility function can be thought of as re+ect-
ing the cost a low lottery number imposes 
on the action of not serving in the military. 
Suppose that the only way to stay out of the 
military if drafted is through medical exemp-
tions. In that case, it may well be plausible 
that the instrument is valid. Health status 
is captured by the unobserved component 
η i: individuals in poor health η i < −π0 − π1 
(never-takers in the AIR terminology) would 

not serve even if drafted, individuals with 
−π0 − π ≤ η i < −π0 (compliers) would 
serve if drafted but not as volunteers, and 
individuals with −π0 ≤ η i (always-takers) 
would always serve. Note that this model 
implies the monotonicity or no-de!ers con-
dition, although, unlike in the IA set up, the 
assumption is implicit, rather than explicit.

Although not widely used anymore, this 
type of model was very popular in the 1980s, 
as one of the !rst generation of models 
that explicitly took into account selection 
bias (Heckman 1978, 1990). Note that this 
model embodies all the substantive assump-
tions underlying the local average treatment 
effect. Thus, the instrumental variables esti-
mator can be justi!ed by reference to this, 
admittedly simple, structural model.

Although originally this type of model was 
often used with a distributional assumption 
(typically joint normality of (η i, εi)), this is not 
essential in this version of the model. Without 
any distributional assumptions, only assum-
ing independence of εi and Zi is suf!cient for 
identifying the average effect of military ser-
vice, β. More important is the assumption of 
a constant effect of veteran status. Such an 
assumption is rarely implied by theory and 
is often implausible on substantive grounds 
(e.g., with binary outcomes). Suppose we 
relax the model and explicitly allow for het-
erogenous effects: 

 Yi = α + (β + νi) · Vi + εi  ,

where νi captures the heterogeneity in the 
effect of veteran status for individual i. If 
we maintain joint normality (now of the 
triple (εi  , η  i  , η i)), we can still identify the 
parameters of the model, including β, that 
is, the average effect of veteran status. See, 
for example, Anders Björklund and Robert 
Mof!tt (1987). Unlike in the constant effect 
model, however, in this case the normality 
assumption is not innocuous. As Heckman 
(1990) shows, a nonparametric version of 
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this model is not identi!ed unless the prob-
ability of veteran status, as a function of the 
instrument Zi , is arbitrarily close to zero and 
one for some choices of the instrument. As 
this is implied by the range of the instrument 
being unbounded, this is often referred 
to as “identi!cation at in!nity” (Gary 
Chamberlain 1986; HU). In the case with a 
binary instrument, this assumption is easy to 
verify. In the Angrist study, the probability of 
serving in the military for the draft eligible 
and noneligible is far from zero and one, and 
so nonparametric identi!cation arguments 
based on identi!cation-at-in!nity fail. The 
key contribution of IA was the insight that, 
although one could not identify the average 
effect for the overall population, one could 
still identify the average effect for compli-
ers, or the LATE.28 In the structural model 
above, compliers are the individuals with 
π0 − π1 ≤ η i < π0. Think again of the case 
where the never-takers with η i< −π0 − π1 
correspond to individuals in poor health. 
These individuals cannot be induced to serve 
in the military through the draft. It seems 
intuitively clear that we cannot identify the 
average effect of military service for this 
group from such data because we never see 
them serving in the military. So, the problem 
in this case is not so much that researchers 
are “trying to avoid thinking about how and 
why things work” (Deaton, p. 14) but that 
there is little basis for credible extrapolation 
from the local average treatment effect to 
the overall average effect.

Reporting the local average treatment 
effect solely or in combination with bounds or 

28  Althought !fteen years after its introduction Deaton 
still !nds it hard to make sense of the LATE, Heckman, in 
at least some of his work, appears to value this contribu-
tion, writing “It is a great virtue of the LATE parameter 
that it makes the investigator stick to the data at hand, and 
separate out the aspects of an estimation that require out 
of sample extrapolation or theorizing from aspects of an 
estimation that are based on observable data” (Heckman 
1999, p. 832).

point estimates for the overall average based 
on additional assumptions is, thus, emphati-
cally not motivated by a claim that the local 
average treatment effect is the sole or even 
primary effect of interest. Rather, it is moti-
vated by a sober assessment that estimates 
for other subpopulations do not have the 
same internal validity and by an attempt to 
clarify what can be learned from the data in 
the absence of identi!cation of the popula-
tion average effect. It is based on a realization 
that, because of heterogeneity in responses, 
instrumental variables estimates are a dis-
tinct second best to randomized experiments. 
Let me end this discussion with a !nal com-
ment on the substantive importance of what 
we learn in such settings. Although we do not 
learn what the average effect is of veteran 
status, we can, in suf!ciently large samples, 
learn for a particular, well-de!ned subpopu-
lation, what the effect is. We may then wish 
to extrapolate to other subpopulations, even if 
only qualitatively, but given that the nature of 
those extrapolations is often substantially less 
credible than the inferences for the particular 
subpopulation, it may be useful to keep these 
extrapolations separate from the identi!ca-
tion of the effect for compliers.

These arguments are even more relevant 
for the regression discontinuity case. In the 
sharp regression discontinuity case, we learn 
about the average effect of a treatment at a 
!xed value of the covariate. Let us consider 
Jordan D. Matsudaira’s (2008) example of 
the effect of summer school attendance on 
subsequent school performance. Matsudaira 
uses comparisons of students just above and 
just below the threshold on the test score 
that leads to mandatory summer school 
attendance. Students close to this margin 
are likely to be different from those far away 
from the margin. At the same time, there is 
no reason to think that only students at the 
margin are of interest: the effect of summer 
school on students with test scores far below 
the margin is likely to be of considerable 
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interest as well but, in the absence of cred-
ible models for extrapolation, there may be 
no credible estimates for that group.

Fuzzy regression discontinuity designs 
rank even lower in terms of external validity. 
As pointed out by Hahn, Todd, and van der 
Klaauw (2001) in arguably the most impor-
tant contribution of economists to the regres-
sion discontinuity design literature, fuzzy 
regression discontinuity designs combine 
the limitations of sharp regression disconti-
nuity designs, in that they only refer to units 
with a particular value of the covariates, with 
those of instrumental variables estimates, in 
that they only re+ect on compliers. However, 
for this subpopulation, these designs often 
have great internal validity. Many convincing 
examples have now been published. See the 
survey paper by Lee and Lemieux (2009) and 
the special issue of the journal of econometrics 
(Imbens and Lemieux 2008). Again, research-
ers do not necessarily set out to estimate the 
average for these particular subpopulations 
but, in the face of the lack of internal valid-
ity of estimates for other subpopulations, they 
justi!ably choose to report estimates for them.

6. Internal versus External Validity

Much of the debate between structural 
and causal approaches ultimately centers on 
the weight researchers put on external valid-
ity versus internal validity of a study. To be 
precise, by a study I have in mind a combina-
tion of a population, a causal effect of inter-
est, and an estimator. By internal validity I 

mean the credibility of the estimator as an 
estimator of the causal effect of interest, and 
by external validity I mean the generalizabil-
ity of the causal effect to other populations.29 
The concern is typically that randomized 
experiments may do well in terms of internal 
validity but poorly in terms of external valid-
ity, relative to structural models.30 There is 
no disagreement that both internal and 
external validity are important. See Banerjee 
and Du+o (2009) for a recent discussion in 
the context of experimental evaluations in 
development economics. Returning to the 
class size example from section 2, Angrist 
and Lavy (1999), Hoxby (2000), and Krueger 
(1999) do not study the effect of class size as a 
historical phenomenon: they want to inform 
the policy debate on class size. Similarly, Card 
(1990) is presumably not interested in solely 
in the effect of the Mariel Boatlift, rather 
he is interested in informing the debate on 
the effects of immigration of low-skilled 
workers. In order to be useful in informing 
policy, a study needs to have internal valid-
ity (have a credible causal  interpretation for 
the population it refers to) as well as exter-
nal validity (be relevant for the populations 
the treatment may be extended to). In many 
disciplines, the weights placed on different 
studies are heavily loaded in favor of inter-
nal validity. The FDA insists on elaborate 
protocols to ensure the internal validity of 
estimates, with much less emphasis on their 
external validity. This has led, at times, to the 
approval of drugs with a subsequent  reversal 
of that decision after the drug was found 

30  Although Cartwright (2007) surprisingly has the 
opposite view: “Despite the claims of RCTs [randomized 
clinical trials] to be the gold standard, economic models 
have all the advantages when it comes to internal validity” 
and “But it seems that RCTs have the advantage over eco-
nomic models with respect to external validity” (Cartwright 
2007, p. 19).

29  This is in line, with, for example, Shadish, Cook, and 
Campbell (2002), who de!ne internal validity as “the valid-
ity of inferences about whether observed covariation . . . 
re+ects a causal relationship,” and external validity as “the 
validity of inferences about whether the cause–effect rela-
tionship holds over variation in persons, settings, treatment 
variables, and measurement variables.” It also agrees with 
Rosenbaum (2010) who writes “A randomized experiment 
is said to have a high level of ‘internal validity’ in the sense 
that the randomization provides a strong or ‘reasoned’ 
basis for inference about the effects of the treatment . . . 

on the . . . individuals in the experiment,” and “‘External’ 
validity refers to the effects of the treatment on people not 
included in the experiment.”
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to have adverse effects on populations that 
were underrepresented in the original study 
populations. Part of this is unavoidable. First, 
legally, randomized experiments can only be 
conducted with informed consent by partici-
pants and there is no systematic method for 
ensuring that the population of those who 
consent is representative of the population 
of interest. Second, after a successful ran-
domized experiment, the target population 
may well change. If a treatment is in a ran-
domized trial demonstrated to be bene!cial 
for moderately sick patients, physicians may 
well be tempted to use it for sicker patients 
that were not part of the original study. 
Doing a second experiment on a popula-
tion of sicker patients would not always be 
an option and would not be ethical if the 
!rst trial on the population of moderately 
sick individuals showed a substantial ben-
e!cial effect of the treatment. Third, other 
things may change between the experiment 
and the subsequent adoption that affects 
the ef!cacy of the treatment. Again, this is 
unavoidable in practice.

In economic applications, the issue of 
external validity is considerably more severe. 
In many biomedical treatments the effects 
are through relatively stable biological 
mechanisms that often generalize readily to 
other populations. A vaccine for a particular 
strain of HIV that prevents infection in the 
United States has a high likelihood of work-
ing for the same strain in Africa as well. In 
contrast, an educational reform that is found 
to raise test scores in England is unlikely to 
be directly applicable to the United States 
given the differences in educational institu-
tions and practices.

It may be helpful to put some more struc-
ture on this problem.31 Suppose we have a 
number of units. To be speci!c, I will refer 
to them as states. We are interested in the 

31  This discussion is partly based on conversations with 
Banerjee and Mullainathan.

effect of an intervention, e.g., putting a price 
cap into place at p1 versus at p0, on demand 
for a particular commodity in a particular 
state, say California. For ease of exposi-
tion, let us assume that p1 − p0 = 1. Let the 
expected difference in demand, at the two 
potential values for the price cap, be denoted 
by θs , indexed by state s. States may differ 
in the expected effect θs because they differ 
in terms of institutions or because they dif-
fer in terms of population composition. Let 
us denote the relevant characteristics of the 
states by Xs and, for purposes of this discus-
sion, let us assume we observe Xs.

Now suppose we have a structural eco-
nomic model for the household level demand 
function: 

 Di = β0 + β1 · p + β2 · Ii · p + εi,

where Di is household level demand, Ii is 
household income, and εi are unobserved 
differences between households. The param-
eters β are structural parameters, common 
to all states (structural in the Goldberger 
1991 sense of being invariant to changes in 
the population). Given this model, the dif-
ference in expected demand in state s if the 
price is !xed at p1 versus p0 is 

 θs = E[Di | Si = s, Pi = p1]

 − E[Di | Si = s, Pi = p0]

 = β1 + β2 · E[I | S = s].

Let Xs = E[I | S = s] be average income in 
state s, so that we can write 

 θs = g(Xs , β) = β1 + β2 · Xs .

We are interested solely in the difference in 
average outcomes in California, 

 θca = g(Xca, β) = β0 + β1 · Xca .
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Now suppose we have data from an experi-
ment in Tennessee, where randomly selected 
individuals were faced with a price of p1, 
and others with a price of p0. Thus, with a 
suf!ciently large sample, we would learn 
from the Tennessee experiment the value of 
θtn = g(Xtn , β).

Suppose we also have data from an obser-
vational study from Connecticut. In this 
state, we have a random sample of demand, 
income, and prices, (Di, Ii, Pi), for i = 1, . . . N. 
We may be concerned that in this state prices 
are endogenous, and so let us assume that 
we also observe an instrument for price, Zi. 
If the instrument is valid, and conditional 
on income it is both correlated with prices 
and uncorrelated with εi, this will allow us to 
estimate the structural parameters β using 
two-stage least squares. Let us allow for the 
possibility that the instrument is not valid, 
or more generally for misspeci!cation in 
the structural model. In that case,   ˆ 

 
 β ct, the 

estimator for β based on Connecticut data, 
need not be consistent for β. Let us denote 
the probability limit of the estimator by βct —
we index this probability limit by the state 
to capture the possibility that if the same 
structural model was estimated in a different 
state, the bias might well be different.

The !rst question now is how we would 
choose between two estimates of the inter-
vention in California: the experimental one 
from Tennessee, 

    ̂  
 
 θ   ca  
exp

  = θtn  ,

versus the structural one, based on param-
eter estimates from Connecticut, combined 
with the characteristics from California, 

    ̂  
 
 θ   ca  
struct  = g(Xca, βct).

In principle, the choice between the two 
estimators would depend on the variation in 
effect θs and in the variation in the pseudo-
structural parameter βs. In the absence of 

additional information, one may need to rely 
on prior beliefs. If one believes there is little 
variation in θs , one might prefer    ̂  

 
 θ   ca  
exp

 . If one 
believed the structural model was close to 
correctly speci!ed, one would prefer    ̂  

 
 θ   ca  
struct . 

Note the bene!ts in this case of experimen-
tal data: if the structural model had actually 
been estimated on experimental data, there 
would be no bias and βc t would be equal to 
β and, thus, g(Xca , βct) would be equal to θca. 
That is not always the case. If the structural 
model was richer, a simple experiment with 
randomly assigned prices would not neces-
sarily pin down all structural parameters. 
However, in general, it will help pin down 
some combination of the structural param-
eters by forcing the model to !t the experi-
mental evidence. This is closely related to 
the suf!cient statistics approach in Chetty 
(2009).

The answer to the !rst question may 
also differ if the experiment in Tennessee 
focused on a question that differed from that 
in California. If the experiment in Tennessee 
involved randomly assigning prices of p2 and 
p3 , rather than the price levels that enter into 
the California question, p0 and p1, it may be 
dif!cult to estimate θca from the Tennessee 
results. This would not pose any concep-
tual problems from the structural model 
perspective.

A second question is what one would do 
if one had both the experimental evidence 
from Tennessee and the observational data 
from Connecticut. In that case, one could, in 
the spirit of the LaLonde (1986)  evaluation 
of econometric evaluation methods, compare 
the experimental estimate for Tennessee, θtn, 
with the structural one based on Connecticut 
estimates,    ̂  

 
 θ   tn  
struct  = g (Xtn , βct). The compari-

son of θtn and    ̂  
 
 θ   tn  
struct  re+ects on the adequacy 

of the structural model. If the structural 
model passes the test, there is a stronger 
case for using the structural model to predict 
the effect of the intervention in California. If 
the prediction fails, however, the conclusion 
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is that the structural model is not adequate 
and, thus, invalidates    ̂  

 
 θ   ca  
struct . This test does 

not re+ect in any way on the experimental 
estimate    ̂  

 
 θ   ca  
exp

 .
A third question concerns the information 

content of additional experiments. With two 
or more experiments we would be able to 
update our beliefs on the amount of varia-
tion in θs. It obviously would not help much 
if we did the second experiment in a state 
very similar to Tennessee but, if we did the 
second experiment in a state very different 
from Tennessee and ideally more similar to 
California, we would likely learn much about 
the amount of variation in θs. If we have 
detailed information on Xs, having a substan-
tial number of experiments may enable us 
to approximate the function g (x; β) without 
directly estimating β, simply !tting a +exible 
functional form to E[θs | Xs] = g (Xs; γ). If we 
can approximate this function accurately, we 
would be able to predict the effect of the 
intervention in California. In this case, one 
could also incorporate different experiments, 
e.g., those involving other price caps. If there 
is any choice, one should do the experiments 
in a wide range of settings, that is, in the 
current example, in states with different Xs. 
The analyses by Card, Kluve, and Weber 
(2009), V. Joseph Hotz, Imbens, and Julie H. 
Mortimer (2005), Kremer and Alaka Holla 
(2008), and Raghabendra Chattopadhyay 
and Du+o (2004) !t into this framework.

The fourth question concerns the bene!ts 
of multiple observational studies. This is not 
quite so clear. In many cases, one would 
expect that repeated observational studies in 
different locations would have similar biases 
generated through similar selection mecha-
nisms. Finding that multiple observational 
studies lead to the same results is therefore 
not necessarily informative. To get a handle 
on the bias, the difference βs − β, we would 
need observational study from states that do 
not have the same biases as the !rst state, 
Connecticut. Identifying such states may 

be more dif!cult than !nding a state with 
potentially different effects θs: it may well be 
that the biases in observational studies would 
be similar in all states, arising from the same 
selection mechanisms. Rosenbaum (1987) 
discusses similar issues arising in the pres-
ence of multiple control groups in observa-
tional studies.

7. Conclusion

Deaton offers a critical appraisal of the 
methodologies currently in fashion in devel-
opment economics. He argues that random-
ized experiments have no special role in the 
hierarchy of evidence and, as do Heckman 
and Urzua, argues somewhat presumptu-
ously that instrumental variables methods 
do not answer interesting questions. He 
suggests moving toward more theory-based 
studies and away from randomized and 
natural experiments. In these comments, I 
take issue with some of these positions and 
caution against his recommendations. The 
causal or design-based literature, going back 
to the work in labor economics by Angrist, 
Card, Krueger, and others, and the current 
experimental literature in development eco-
nomics, including work by Du+o, Banerjee, 
and Kremer, has greatly improved the stan-
dards of empirical work by emphasizing 
internal validity and clarifying the nature of 
identifying assumptions. Although it would 
be regrettable if this trend led researchers 
to avoid questions that cannot be answered 
through randomized or natural experi-
ments, it is important not to lose track of the 
great strides made by this literature toward 
improving the credibility of empirical work.
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